CALCULUS TOPIC III
COMPLEX NUMBERS

PAUL L. BAILEY

1. VECTORS IN R2

1.1. Arrows. An arrow is a directed line segment in a plane; that is, it is a line
segment with one endpoint designated as the tail and the other as the ¢ip. If the
arrow starts at A (A is the tail) and ends at B (B is the tip), we see that such an
object is determined by the ordered pair of points (A, B). Denote this arrow by
AB.

An arrow is determined by three attributes:

e direction: this consists of the slope of the line through the two points,
together with an orientation along this line;

o magnitude: this is the length of the arrow, which is the distance between
the tip and the tail;

e position: this is described by the placement of the arrow in the plane, and
is determined by its tail.

It is possible to define addition of such objects if the tip of one equals the tail
of the next; the sum is then defined to be the arrow which starts at the tail of the
first and ends at the tip of the second. More precisely,

AB+ BC = AC.

We would like to extend this definition between any two arrows, but in order to
do this we need to slide the arrows around via parallel transport; that is, we need to
disregard the position of the arrow, and only consider its direction and magnitude.
‘We make this precise as follows.

Say that two arrows are equivalent if they have the same direction and magnitude,
but possibly different positions. Break the set of all arrows in the plane into blocks,
where the members of one block consist of all arrows which are equivalent to any
other arrow in the block. We call such a block an equivalence class of arrows. Any
arrow in an equivalence class is called a representative of that class.
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1.2. Vectors. A wvector is an equivalence class of arrows. The vector represented
by an arrow AB is denoted AB.

A vector is determined by two attributes:

e direction;
e magnitude.
— — — P —
Thus AB = CD if and only if AB and C'D have the same direction and magnitude.

It is now possible to define the addition of any two vectors. Let A, B,C, D be
any points on the plane, and consider the vectors AB and CD. Now CD has a
unique representing arrow whose tall is at B, say BE. The point E is located
geometrically by sliding the arrow C’D over so that its tail is at B; or, start at B,
and move along the dlrectlon of CD for a distance of the magnitude of CD and
you will end up at E. Thus C’D = BE, and it follows our motivation to define

— — P—
AB+CD = BE.

We put coordinates on the plane. Let A and B are points on the plane, with
coordinates given by A = (a1, a2) and B = (b, by) where ay,as,b1, by € R.

Now consider two additional points C' = (cq, cz) and D = (di,d2). A moment’s
reflection convinces one that AB is equivalent to C’D ifand only if d;y —c; = by —ay
and d2 — Cg = b2 — a.

Define B — A = (by — a1,bs — a2); this is a convenient notation. Let O be the
origin, so that O = (0,0). Let E = B — A. Then AB = OE. In particular, each
vector has a representative which starts at the origin. An arrow whose tail is at
the origin is referred to as being in standard position. In this way, we can uniquely
identify a vector by two real numbers, which are the coordinates of the tip when
the tail is at the origin.

Let (z,y) denote the vector which is represented by the arrow whose tail is (0, 0)
and whose tip is (x,y). The operation of vector addition is given by the formula

(T1,91) + (22,92) = (21 + 22,91 + Y2).

The zero vector is {0, 0); this is the equivalence class of an arrow with no length,
that is, of a point. The zero vector serves as an additive identity for vector addition:

(x,y) +(0,0) = (x + 0,y + 0) = (z,y).

Another useful operation on vectors is called scalar multiplication. Here we take
a representing arrow and stretch it by a factor of ¢, where ¢t € R. If ¢ is negative,
this reverses the orientation. In coordinates, scalar multiplication is given by

tx,y) = (tz, ty).
Note that if ¢ = —1, scalar multiplication gives the additive inverse of a vector:

<.’E,y> + (_1)<xvy> = <x,y> + <—£C7 _y> = <{E -y — y> = <0a0>
We now recap and organize what we have discussed.
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1.3. Vector Addition and Scalar Multiplication. Let ¢} = (x1,y1) and 05 =
(r2,92) be vectors in R2. Define the vector addition by

Uy + vy = (T1 + T2, Y1 + Y2)-
Geometrically, vector addition produces the diagonal of the parallelogram deter-
mined by v; and vs.
Let ¥ = (x,y) and ¢t € R. Define the scalar multiplication of ¥ by t to by
tv = (tz, ty).

Geometrically, scalar multiplication stretches the vector @ by a factor of |¢|, and if
t is negative, it reverses its orientation.

Proposition 1. (Properties of Vector Addition)
Let @, W, and @ be vectors in R?, and let a,b € R. Let 0 = (0,0). Then
(a) 7+ @ =+ v; (Commutativity)
(b) (V+ W)+ & =0+ (0+Z); (Associativity)
(c) T+ 0= 0; (Ezistence of an Additive Identity)
(d) 7+ (=1)7 = 0; (Eristence of Additive Inverses)

Proposition 2. (Properties of Scalar Multiplication)
Let © and @ be vectors in R?, and let a,b € R.
(a) 1-7=4u; (Scalar Identity)
(b) (ab)v = a(b¥); (Scalar Associativity)
(¢) a(¥+ W) = a¥ + aw; (Distributivity of Scalar Mult over Vector Add)
(d) (a+b)¥ =av+bv. (Distributivity of Scalar Mult over Scalar Add)

Proposition 3. (Additional Properties of Scalar Multiplication)
Let @ be a vector in R, and let a,b € R. Let 0 = (0,0). Then

(a) 0-7=0;

(b) a-0=0;

(¢) (—a)v = —(a?).

We say that two nonzero vectors ¢ and W are parallel, and write ¥]|, if arrows
representing ¢ and @ lie on parallel line segments. This happens exactly when
W = av for some nonzero a € R.

Let ¥ and @ be vectors in R2, and suppose we want the vector which proceeds
from the tip of ¥’ to the tip of w. Call this vector Z. If we follow ¢ and then &, we
arrive at the tip of w; by the geometric interpretation of vector addition, we see
that ¥4+ & = . Thus & = o — .

Let 7 = (1,0) and j = (0,1). Then every vector in R? can be written as a sum
of scalar multiples of these two vectors; in fact,

(z,y) = i +yjJ.

We call 7 and fthe standard basis vectors.



1.4. Linear Combinations. Let ¥ and w be vectors. A linear combination of U
and @ is an expression of the form

av + b,
where a and b are real numbers, and first apply scalar multiplication to each vector,
and then vector addition.

Given any two nonzero vectors which are not on the same line, it is possible to
write every vector as a linear combination of these two. To see this, let 01 = (@1, 91
and U2 = (za,y2, and consider a third vector ¥ = (x,y). We wish to find real
numbers a; and as such that a177 + as¥s = ¢¥. Now two vectors in standard
position are equal if and only if their z-coordinates and their y-coordinates are
equal, so the last vector equation produces a system of two real equations

121 + G2Ty = T;
a1y1 + agy2 = y;

this can be solved if the vectors are not on the same line.

1.5. Norm of a Vector. The norm of a vector is the distance between the tip
and the tail of a representing arrow. If the vector is in standard position in R™,
its norm is the distance between the corresponding point and the origin. Thus if
¥ = (z,y), the norm of ¥ is denoted |¥] and is given by

U] = Va? +y2.
Synonymous names for this quantity include modulus, magnitude, absolute value,
or length of the vector.

Example 1. Let 7 € R? be given by v = (3,4). Find |7
Solution. The length is

7] = V/32+42 = /9 + 16 = V25 = 5.
0

A unit vector is a vector whose norm is 1. In some sense, a unit vector represents
pure direction (without length); if @ is a unit vector and a is a scalar, then a@ is a
vector in the direction of & with norm a.

Let ¢ be any nonzero vector. We obtain a unit vector in the direction of ¥ simply
by dividing by the length of ¥. Thus the unitization of ¥ is

I
U= —v.
|1
Example 2. Let 7 € R? be given by ¢ = (3,4). Find a unit vector in the same
direction as v.

Solution. Since |v] = 5, the unitization of ¥ is

—

T (24
|7]  \5’5/°



1.6. Vector Exercises.

Exercise 1. Draw the directed line segment AB. Find and draw the equivalent
the vector ¥ whose tail is at the origin.

(a) A(3,1), B(3,3)

(b) A(-3,5), B(—2,0)

(c) A(0,2), B(5,2)
Exercise 2. Find the vector sum ¥ + @ and illustrate geometrically.

(a) v=1(0,1), W =(1,0)

(b) 7= (2,4), W= (51)

(c) v=(-2,3), W= (3,-2)

Exercise 3. Find ||, U+ @, ¥ — o, 20, and 30 — 2.

(a) 7=(1,2), & = (3,4)
(b) 7= <_17_2>3 W= <271>
() = (3,2), @ = (0,6)
(d) F=ij @ =7+]

Exercise 4. Find a unit vector which has the same direction as .

(a) U= (3,4)
(b) 7= {5.—5)
(d) v=i+j

Exercise 5. Express i and ; in terms of ¥ and w.
(b) v=2i+3j,d=i—j



2. CoMPLEX NUMBERS

2.1. Complex Algebra. The set of complex numbers is
C= {ZC—FZy | I,yER,ZQ = _1}

Let 21,20 € C. Then 2z; = x1 + iy; and zo = x2iys for some x1,y1,T2,y2 € R.
Define addition and multiplication in C by
21+ 22 = (1 + 22) + (Y1 + y2);
z12z0 = (122 — Y1y2) + i(z1y2 + Y122).

Thus to add or multiply complex numbers, treat ¢ like a variable, add or multiply,
replace i2 with —1, and combine like terms.

One can show that these operations have the following properties:

(F1) a+b=">b+a for every a,b € C;

(F2) (a+b)+c=a+ (b+c) for every a,b,c € C;

(F3) there exists 0 € C such that a + 0 = a for every a € C;

(F4) for every a € C there exists b € C such that a + b = 0;

(F5) ab = ba for every a,b € C;

(F6) (ab)c = a(bc) for every a,b,c € C;

(F'7) there exists 1 € C such that a -1 = a for every a € C;

(F8) for every a € C ~ {0} there exists ¢ € C such that ac = 1;

(F9) a(b+ c) = ab+ ac for every a,b,c € C.
Together, these properties state that C is a field. Note that

e 0=0+410;

e 1 =1+410;

o —(z+iy) = —z+i(-y) = -z —iy;
o (@wtiy) =2

x2+y2'



2.2. Complex Geometry. Let z = x + iy be an arbitrary complex number. The
real part of z is R(z) = x. The imaginary part of z is F(z) = y. We view R as the
subset of C consisting of those elements whose imaginary part is zero.

The function ¢ : R? — C given by ¢({x,y)) = x + iy gives a correspondence
between the set of complex numbers and the set of vectors in a plane; the complex
plane is the set of complex numbers identified with the cartesian plane in this way.

We graph complex number on the zy-plane, using the real part as the first
coordinate and the imaginary part as the second coordinate. Thus each complex
number is viewed as a vector. Since

d((x1,91)) + (T2, y2)) = (71 + Y1) + (72 + iy2)
= (z1+22) +i(y1 + y2)
= ¢({z1 + 22,91 + ¥2)),
we interpret complex addition geometrically as vector addition. Since
ap({z,y)) = a(z + iy) = ax + iay = ¢({az, ay)),

we interpret the complex multiplication of a real number times a complex number
as scalar multiplication.
Let z = x + iy be an arbitrary complex number. The conjugate of z is

zZ=ux—1y.
This is the mirror image of z under reflection across the real axis. Note that
z+Z=(z+1iy) + (x —iy) = 2z = 2R(2).
The modulus of z is
= VPP
This is the length of z as a vector. Note that
2Z = (z +1iy)(z — iy) = 2% + y* = |2]°.

The angle of z, denoted by Z(z), is the angle between the vectors (1, 0) and (x, y)
in the real plane R2; this is well-defined up to a multiple of 2.
Let r = |z| and 8 = Z(z). Then x = rcosf and y = rsin§. Define a function

cis:R—C by cis(f) =cosf + isinf.

Then z = rcis(f); this is the polar representation of z.
Recall the trigonometric formulae for the cosine and sine of the sum of angles:

cos(A+B) = cos Acos B—sin Asin B and  sin(A+B) = cos Asin B+sin A cos B.
Let z; = r1cis(f1) and zo = 7o cis(62). Then
2122 = r17ra2(cos b1 + isinfy)(cos Oy + isin by)
= ryra((cos 01 cosBa — sin 0y sin ) + i(cos O sin Oz + sin 61 cos 02))
= r112(cos(fy + 02) + isin(fy + 6))
= ryrgcis(01 + 6).
Thus the geometric interpretation of complex multiplication is:

(a) The radius of the product is the product of the radii;
(b) The angle of the product is the sum of the angles.



2.3. Complex Powers and Roots. A special case of complex multiplication is
exponentiation by a natural number; a simple proof by induction shows that

Theorem 1. (DeMoivre’s Theorem)
Let € R. Then
(cis0)" = cis(nd).

Let z = rcis(f) and let n € N. Then 2" = r” cis(nd).
The unit circle in the complex plane is

U={z€C||z|=1}.

Note that if uy,us € U, then ujus € U.
Let ¢ € C and suppose that (" = 1. We call ¢ an n'® root of unity. Note that if
¢ = cis(27/n), then

¢" =cis" (2 /n) = cis(2wn/n) = cis(27) = 1,
so n'l roots of unity always exist. In fact, for k € Z, ¢¥ = cis(27k/n) is also an
(*hn) root of unity, since

(¢hym = (¢ = 1% = 1.

Moreover, ¢* = ¢/ if and only if i = j (mod n), in particular, (" = ¢° = 1. Thus
there are exactly n distinct complex numbers which are n*® roots of unity; they
form the set

U, = {¢"| ¢ =cis(2n/n),k =0,1,...,n — 1}.

If o € U, we call a a primitive n*™® root of unity if a? # 1 for j=1,...,n— 1.
If o is a primitive n'" root of unity, then U, = {a* |k =0,...,n — 1}.

If one graphs the n'" roots of unity in the complex plane, the points lie on the
unit circle and they are the vertices of a regular n-gon, with one vertex always at
the point 1 =1 + 40.

Let z = rcis(f). Then z has exactly n distinct n*™® roots; they are

Wz = (™ Yrcis (%), where ( = cis (2%) and m € {0,...,n —1}.

The algebraic importance of the complex numbers, and the original motivation
for their study, is exemplified by the next theorem. This was first conjectured in the
1500’s, but was not proven until the doctoral dissertation of Carl Friedrich Gauss in
1799 at the age of 22. Incidentally, he was also the first to prove the constructibility
of a regular 17-gon, at an even earlier age.

Theorem 2. (The Fundamental Theorem of Algebra)
FEvery polynomial with complex coefficients has a zero in C.

From this, it follows that every polynomial with complex coefficients factors
completely into the product of linear polynomials with complex coefficients.



3. COMPLEX EQUATIONS AND FUNCTIONS

We consider the loci in C of some simple equations, and some mapping properties
of complex valued functions.

Example 3. Horizontal and vertical lines:

(a) The locus of £(z) = a is a horizontal line.

(b) The locus of §(z) = b is vertical line.

(¢) The locus of z = Z is the real line.

(d) The locus of z 4+ Z = 2a is the horizontal line R(z) = a.
(e) The locus of z — Z = 2b is the vertical line $(z) = b.

Example 4. Circles:

(a) The locus of 2z = r? is a circle of radius r centered at 0.

(b) The locus of the equation |z — zp| = 7 is a circle of radius r centered at z.

Example 5. Points:
(a) The locus of the equation 2° = 1 consists of the vertices of a regular pen-

tagon inscribed in the unit circle.
(b) The locus of 2* — 522 — 36 is the set {£3, £2i}.

Example 6. Let f: R — C be given by f(z) = cisa. This function takes the real
line and wraps it around the unit circle in the complex plane infinitely many times;
each closed interval of the form [2km, 2(k 4 1)7) covers the unit circle once.

Example 7. Let f: C — C be given by f(z) = 2z. Then f dilates the complex
plane by a factor of 2.

Example 8. Let f : C — C be given by f(z) = iz. Then f rotates the complex
plane by 90 degrees.

Example 9. Let f : C — C be given by f(z) = (1 +i)z. Note that |1 +i| = v/2
and Z(1+4i) = §. Then f dilates the complex plane by a factors of V/2 and rotates
it by 45 degrees.

Example 10. Let f : C — C be given by f(z) = z2. This function maps the upper
half plane onto the whole plane, and it also maps the lower half plane onto the
whole plane. It takes the plane and wraps it around 0; it is two-to-one everywhere
except at 0.
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3.1. Complex Analysis. The distance between complex number z; and z5 is

|21 — z2|. This is standard distance in the complex plane, and allows us to precisely
define what it means for a complex function to be continuous or differentiable;
the definitions are identical to the analogous definitions in the real case, but the
consequences are far reaching. Moreover, the theory of sequences and series carries
over to the complex numbers.

We use the power series expansion of various familiar real-valued functions to
motivate the definitions of their complex analogs. In each case, one may use the
ratio test to see that the radius of convergence is infinite, so the functions are
defined on the entire complex plane.

Define the complex exponential function

o0 Z’n
exp:C—C by exp(z)= Z o
n=0
Define the complex sine function by
. ' J: B S
sin:C—C by sm(z):zfﬁJrafﬁqL...
Define the complex cosine function by
22 2t 28
cos:C—-C by cos(z)zl—a—i—ﬂ—g—i—...

Note that exp, sin, and cos, when restricted to R C C, are defined so as to be
consistent with other definitions of these real functions. In particular, we still have
e =exp(1).

Define log : D — C to be an inverse function of exp, where

D=C~{zeR|z<0};

then log is continuous on D. Note that log(1) = e.
Let w, z € C, with w € D. We define w* by

w?® = exp(zlog(w)).
Thus exp(z) = e*.
Compute that
exp(iz) = cos(z) + isin(z).
In particular, if z is the complex number 0, where 6 € R, we have

Theorem 3. (Euler’s Theorem) Let 6 € R. Then

0

e = cosf +isinf.
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3.2. Complex Exercises. The rectangular form of a complex number is z = a-+bi.
The polar form of a complex number is z = r cis6.

Exercise 6. Let z =7 —2¢ and w =5 + 3i.
Compute the following, expressed in rectangular form.

(a) z+w
(b) 3z —8w
(¢) 2w

(d) 3

w
(e) z and |z|
Exercise 7. Find the rectangular and polar forms of all sixth roots of unity.

Exercise 8. Find the rectangular and polar forms of all solutions to the equation
6
z° =8 =0.

Exercise 9. Find the rectangular and polar forms of all solutions to the equation
2* —a =0, where a = —v/192 + 8i.

DEPARTMENT OF MATHEMATICS AND CSCI, SOUTHERN ARKANSAS UNIVERSITY
E-mail address: plbailey@saumag.edu



